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Abstract 
u

The idea of exploiting both task and data parallelism in programs is appealing. Ihowever. ident Ifyvinrg realistic.
yet manageable example programs that can benefit from such a mix of task and data parallelism is a major
problem for researchers. We address this problem by describing a suite of five applicat ion from I1he ,Iomai is
of scientific, signal, and image processing that are of reasonable size, are representative of real codes, aild can
benefit from exploiting task and data parallelism. The suite includes fast Fourier transforms. narrowband
tracking radar, multibaseline stereo imaging, and airshed simulation. ( 'oi•oplete source code for each example
program is available from the authors. D T IC
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1. Introduction

There is growing interest in the idea of exploiting both task and data parallelism (1, 3, 4. 5, 6, 7, 19]. There
are a number of practical reasons for this interest. For many applications, especially in the domains of image
and signal processing, data set sizes are limited by physical constraints and cannot be easily increased [191.
In such cases the amount of available data parallelisrn is limited. For example. in the multibaseline stereo
application described later in this report. the size of an image is deterinied by tI. cirtuitry of th,. video
cameras and the throughput of the camera interface. increasing the inage size mneans buyilig new cameras
and building a faster interface, which may not, be feaaible. Since the dlata parallelisin is hiunited, addlitional
parallelism must come from tasking.

Another reason for the increased interest in task parallelisni is that simulations are beeoining increasingly
sophisticated as they attempt to capture interact ions ationg diflferent physical plienonivia. hie plh,.eiiorina
might represent different scientific disciplines, and different parts of the sinulation iiighit even be written by
different groups. For example, the airshed model described later in this report characterizes the foriiation of
air pollution as the interaction between the wind blowing and reactions among various cheiiiical species. It
is natural to model such interactions using tasking, where one task models the wind blowing, and the other
task models the chemical reactions. Further, if the codes are written by different groups. task parallelism
may be the only feasible way to integrate the codes.

Applications that can benefit from a mix of task and data parallelism lend to be sotnewhat ('omplicatv(I
because they are typically composed of a collection of nontrivial functions, each of which is a seilletice 4of"
data parallel operations. Identifying and building representative example programs that are ;I Inaxiaeahl,
size is a major stumbling block for computer science researchers who are not application doinaiO Ixprts.
We address this problem by describing a set of realistic example programs froni tIhe dountait.i of "cinit Ific,
signal, and image processing that can benefit from a mix of task and data parallelisin:

t. ID fast Fourier transform.

2. 2D fast Fourier transform.

3. Narrowband tracking radar.

4. Multibaseline stereo.

5. Airshed simulation.

We identified these applications in the course of developing an integrated model of task and dat a pr;idllelistil
for the Fx parallelizing Fortran compiler [9, 19, 17, 18, 23] and have fouind them to be extrmenely helpfui.

Complete Fortran 77 sources of the programs are available from the authors. Each progmrai is fe;wer tI ba
500 lines of code. The Fortran 77 sources are useful for a number of reasons. First, the sources provil,'
an unambiguous specification of each application, including input, and output data sets. Second. there are'
many models and dialects for task parallelism. Fortran 77 represents a lowest 'moiniut b-noininator ,fsorts.
available to everyone, for describing the applications. Finally, the source code clearly identities the tobvious
sources of course-grained parallelism in the form of calls to subroutines. This enalbledl us, iII all bit one
case, to port the Fortran 77 programs to the Fx system with only minor moditirations (IOl. only ,xception
being the airshed simulation, which requires a dynamic model of ta.sk parallelisni that Fx does not c'urrent ly
support). We invite other researchers who are interesteed in task parallelism to use these I.t't rtran 77 soiurces
as the basis for writing the applications in their favorite task parallel dialect.

Section 2 briefly outlines a simple space of the different ways that t-ask and dat a parallt'lsii ca;i be ustied
in the same program. Sections 2-6 describe the example progranls and discumss brietly how they cani apht'(d
onto a parallel system using a mnix of task and data parallelism. Section 7 describes whert to find thet tlint'
Fortran 77 codes and provides some more detail on their structure.



2. Collbinations of task anid data parallelismit

Each program in our task parallel suite has the following form:

do i =1,m
call T1C
call T20)
call T30)

enddo

There is ani outer loop) that iterates over tnit illpit dat a sets. I'ie bndy Uf te laclop --:III,~ I, l

task-subrou fines. Each task-subroutitnit typically consists of' a seqilletice of* dat a-p;Lrahlei ta

array assignment statements or DOA LL-like parallel loops) that c'an rim on mtuilt iple pr sos )epoi iil I

on the application, there may or may not be dependenices across iterations of the ouiter loop and atteoiil. I It
task-subroutines. We can graphically represent the program using a task graph, as shown Iin Figuire I Fvh
node corresponds to a task-subroutine, and each arc corresponds to a data dependence bet ween aI pair 't
task-stib rot t i ties.

Ti T2 T3

Figure 1: E'xatmple task graph

We can view dlifferent task and dlata p~arallel inappings for ani application as pointts Mn a Iw)ij~'istta

space [18)J. The first axis correspondls to different. clush rinqs of task-sitbra itines. where evicl tas.k-siibIrotiitine
in cluster runs onl the samne set, of processors, and each cluster rims oai a Itijiitiie ,(et of processors. In in

cases, aLssigning two task subrourtines to tie samne cluster reduces commtutinicatio jotverlie;id . ait thec .o~t -

reduced parallelism. [In these cases, there Is' a tension between reducing cotmunitcat ion cost tind itiCrt'a;ti,IW

parallelism.

If the input data sets for a cluster are independent. thletn that. cl uster can be rptic~ittI d. For exat n de. 411'
replicated instance of acluster could process even numbered data sets and the other replicated instatnce couild
process the o(1( numbered (data sets. The (degree of replication is captured by thle secotnd axis. Rleplicat ion
is beneficial for task-subroutines that (10 not scale well.

Sonie examples of different comubinat ions of task and data parallelism are showtn in Figure 2. Figure- 2(a)0
shows t.he usual data p~arallel mapping where all t~ask-subrott tines are cluisteredI onto aill lrocssor,. wvitIi
no replication. Figutre 2(h) shows a task parallel tmapping where each task-stitbroit t itt eget s its wul ci itst er.

again with no replication. It. itav he desirable iii sonie cases to replicate thle dat a-parallel clusters, as, ill

Figure 2(c). Finally, a mnix of task and data parallel istit, iisinrg hothI clustering arid( replicat ion . is hoiwtn ill

Figure 2(d).

3. Fast Fo~iirier transforii

Trhe fast Fourier transform ( FFT) converts an Input data set. front the tetuporaI/sjyat~ial domiaini to t lic

frequency domain, and vice versa. While It is an iniportant. algorithmn in it~s own right . with tiutiierous
applications in scientific, signal, and iniage processing, it. is ati especially Interest ing exaniple prograini for
studying t~ask parallelisrin becauise it exemplifies a commnrol corinpitaitional patternti iX.e, tttalIjI)It~lte t lie l;t aI
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Partitioning - .

Replica tion

(a) Data parallel ýb) Task parallel
mapping mapping

(c) Replicated data (d) Replicated data and
parallel mapping task parallel mapping

F.igure 2: (oiititil ftk tdltaparallel iapiiiii;i us

row-wise. thlen niatiipiilate the lot a coluninit-wise. Iltis patl teirn ) 1r III 1Merr , 1III~~i

mnedical iniging [13]. synt hetic aper tire rad~ar rliogl.ing [151. AD1) solveirs. ~onar lwt;itni I' ntiiiii. ;ml Ith r:it*i
and airshed programis described laier III thi -lt octiliii'it

More pIrecisely~. a discrete Fourier t raiisforitt l) ,IT i ;i cOiplllx iitnxV'ii Bli

whlere xr anid y are o~iiiplvx vectors. and b", fp is III ii , ii init rix 'iill a I .ri

=cos(2-,r/,i) - isiii(2-'r/y) 2TI,

and i ~/I. A fast Fourier transformi ( EFT') is an etti(ient p~roce'dure f,)Ion tattiitii Ing I fic M-1 1 thai \lot

strcuein T,, to comipute the DFT miatrix-vector plrodutct Ini 010i log ?II nt, tile iiher diiiewiioiial IllF
are also defined. In general. an tin-dimiensional FFT operates Ott o1tt Mini-iieisioiiol ioat ix with It c lemoittil
.in each dimiension in ()( n"' logn) timie. See [20] for ;tm excellent descriptiton ()f th linwiiiirttiý [:.;I VT ii
that have bleen developed over lie past 1t) years.

3.1. ID fast Foltrier transformi

If it = Tii 712, then a I D rr can h~e cortipitted using ai colectio oft n*mIiler ii11jttditI) FlI] 'I, [2 ý. 201f
Starting with a view of the inpult vector jr as an it, ) it., array .1. storedI in coluiitii ilialtr ntlur. perforiii
rt IIndependent 712-point, F FTs on the rows of A, scale ealchI eleinent it I~ f I lie resti It11 i ;itirrav bu a fact I()

of ,XI and t hen perfortin n-, Independent. rit-point, FF 21s on the colutirns of .1. [lie linito resid i ot vtor 1i is
oibtailned hy conicatenating I he- rows of the resul ting array. Figure 31 shows th lt ask graph tt r lIhe 11) UFFTI

Input and output are sequences of vectors reshaped as 21) arrays. Nodies labeled trans perorbriti a
transpose operation, nodes labeled col FFTs performn a set of 11) I" F' ont I lie c'I lIIInS of its Illpuit wr ray.
arid the node labeled scale mnultiplies each elemient of its input array by a ((Inst ailt ht expitw i olIt iii

the inemory subsysteni. the programn Mittleinettts each set of row-wise operations as a t rolls;)'sv f tib wet IAN
a set of rolu iit n-wise operations. T[his specific order is ani art ifact oIf thle' fact thiiat Fortnrani 77s st trv'; that ~rices



n 2 -

nI

Anu I rn scale 1P trans co - trans 10 output

Figure :3: 1ID FFT task graph for oile, inipt itr

in column-major order. If the example program were writ ten inl C, elac coltiliiti-wise )J).rit inl woil~ bfI
implemented as a transpose followed 1w a set. of' row-wise op~erat ions.

Mapping the ID F FT onto a parallel system is easy In SOnieI w1ays and clialleitin g il ,l hor waýi lb,.
problem is easy in the sense that the columin-wise F ['I> and thle scaling operat Ion ;ire Im-irf.t 1% pa a nl(];i

easily represented by conventional data parallel constrtucts. Thie coluniti-wise VFF'1, are, nat irally .xpreý.sst-
with DOALL-like parallel loop construct such as the HIPF Independent D)0 statenient [10). Thescain
operation can be expressed with a Fortran 90 arrayI assignment. statement. Hlowever, thle prnbletii is cial-
lenging because the transpose operation requires ain efficient redistribution o f dat a. uisually ]in ti, IfOrt i it a
complete exchange where each processor miust send data to every' other processor. Sitwe lie input ;irra.%ý
are independent, hot h replication and clustering of t he task graph are possible

3.2. 2D fast Foilirier trallsform

Comiput ing t he 21) FFT Is similar to comiputitig tie 11) F VT. ( iven inaiti o 'it input ;trr~i\ 1 et.rt i

IndlependIent t~il-point FFTs onl thc columns of A. followed 1)%1) iiiuepenirfiit /I. -'poitit If) VV ')[ uI lie r' .w,

of A. Figure 41 shows the ta~sk graph for the '21) VVT. .A.s wvith thle 11) V I.. ro W-S( w[s41"is a rv ri-pic- 1, :t
transpose followed by a set of'columnn-wise V FTs. Not ice t hat. the# 21) FF'V is simipler t han 11li, 1I) VIi V
scalling is requiredl and there is one fewer transpose operat ion. Againi. the Initipit ard output )wire sqiipicnc ,''I
arrays. andI stince, these arrays are Iiihepenidentt hothI replicatio mu nd clusteriin. ,fthle t ,ik g.-raph ire p *'siII,

nn 2

col col
input . o FM ;-- trans 0'~ FFTs trans ~ .output

F iguire 1. 21) V FT t ask graph fior ()re Iniput array

4. Narrowbanild trackittg radar

'File narrowhand tracking radar benchiniark was developedI by researc hers at M1IT I.i tic dIii la1, ;imrt ones I
measuire the effectiveness of various nitiultioinpiiters for t heir radar applir l ions [It1, 1t is ;in intterest iiig
program for st udving t~ask P)arallt~lisrn btcsutse of its hard eltm eqirneis ;iiid he.itise i o 'ei i

inputd(ata set. is limnited byphysical properties of the radar sensor. '[ie task graph for thle ratdar aipplicat ion
is shown in Figure 5.

The program inputs dhat~a from a single sensor along c = I indepetndenti rhi ti( t. Every 5 mnillIiseconids,
for each channel, the program receives (I = 512 complex vectors of length ir = 10, onei. after Ilie, nOichr inl
the formn of an r , (I complex arrav .1 ( ;iSSuIfimnig thle collilrin ttlaJor orderitng of Fortran). A.t aI high-leve~l
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Figuire 5: Hadar t ask graph tor otte 11i)ipta array

each input array A is p~rocessedl in the following wav: (I ( -rniel r' Fin the V xi d Illpput array totfortm :a i
array. (2) Perforin itt (itidepetolett. il-poinIt F F' Fs. (3) ( 'ivert tiIlet resulIt I IiLý CoIiipl'x 4 ii ;i rr~av a I

ic r i su barray. it- = 10,l). t replacinig each telttIieni it + th tit theit' i- ' iiblarra%~ wit Itilý - ;iI'I i - eiiii

-+'b-il.(I IThreshiold each venlenietit1. i of' thes siakarrav ilsitg Iclittotl t Ihat is aI fit~ioiitiif -)I a,, ;itidl Ilic

,-um of the subarrav elemient~s. Elements t hat. ;re ahove tHie threshold aire set to uitiiv *l'iei i i
threshold are set to Zero.

The corner turn operation is equivalent to a t ranaspose. so it. call p)otenitially indulce :I' cota)l('t ee oxi'Iiialge

where each processor communicates with every other processor. As with thle 11) F l"T. thle colut il an VFT.,.
scaling, andi t hresholding operations can he naturally expressed uising coniventiion~al ialaa piarallel iontIisticts.
Further, the reduction operation requiires anl efficient, redulcitonil tiechaiiisiii. Hlowever. llit' iiist iiitere',t itig

Cotiptitatiotial property of' the radar hencliniark is the tact tHatM ilie si/. paraiiit'ttrs r. id. c. n ;itii
idetermiined hy mnother nt iatu andi the propertiles of'cuirrent sensor tectioiIo*,V. f'lit luxury 4.itpl .ii~l tiicro'aý,iui

Ihe data set, size simply idoes tiot. exist ill I his ca-St. Thie ;i.tnountl of :ivailalde low-lt'Vel bita paiiralleli~lt 1,

limited. so additional paralle'lismi mutst comle f'romi higher-level taisk parallelismn. Like t lir Ill xaiiilT
itapilt dautasets are i ndept'aid(it'l tSo hothI replicat ion and iluisterinag of't lit task graph art' piisti le.

5. Mualtilbaseljite stereo

The niuiltibaselinle st~ereo uises ata algorithm developed at ( artiegie Mellon t hat, gives greater accuracv tii depthI
throuighi the use of more than two cameras [1lii. It is ani Interesting progrinal for stuidy intg task pam-aI el isi i
becatise it contains significant amiounts of both inter-t ask and itatra-i ask coninint inicat-ion [22]. antd bi-ii Cse.

like the radar example, the -size of' the input data sets cannot. he easily itncreasedl. Oiir imtpleueteitat loll is
adapted from a previous data-parallel iniplemetntation written in a Specialized liniage prota'ssitg languagev (211.

Figure 6 shows the task graph for the stereo program. Inuputl consists of thlrtee tit x t itiages acqiuiiredt

from three horizontally aligned, equally spaced camneras. One inmage is t lit r'eftriner tyliay q. I It', ot hitr t wo
are match images. For each of 16 dlisparities, d =0. ... ,15, tlit(- first. match itulagi' Is shifte t'ly d! pixels.
the second image is shifted by 2d pixels. A differe necrn iage is formed byV ci'oatpuili tig t lIt' sitl ii f s(Iip a rt'
d iff'erences between the correspondling pixels of the referenice lintage and t it' shti fteda iiiat iii it ialt's. Next.
ani errror imnage is fornmed by replacing each pixel iii lit' tifl'ereace inmage with Ilthe stain of lit' puixels ill a

siurrountding 1:3 x 13 window. A disparity; image is Itheta formed byfnig, for ea;chi pixel. lt'e disparity that
minarmazes error. Finally, the dept~h of each pixel is displayed as a Sitmpie fit aict loll of its disparity.

The stereo program requires efficient mechanisms for broadca~stinig anad reduicing largte dat a st'ts. Tlhet

cotnpiftation of t~he difference images requires si. .pie poitit wise operations onl lt'e thIirete iiptt.io imiagtes andi

can thus be naturally texpressedl with Fortran 90 array statements. 'lthe computtationa of' tIt te'rror ittiages is
somewhat more interesting, being similar t.o a convolution operationi. 'Fith, convoluation call bte Itt~ltlt'(le as a
DOAILL where the loop iterations operate on overlapping regions of t lit ititags'. which nevats t hiat protctssors
must communicate before the loop iterations can begin texecuating, As witha lt'e I" T aaid radar progranlaus
the data sets are, independent, so both replication and clustering of the task graph are, possible.
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difference images
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L match2Ir 1 dsaiyae

di Ifer
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~j 4'duff ___ err

Figure 6: Multibaseline stereo task graph for one input data set,

6. Airshed simulation

The airsljed sirmulation is significantly more comlplex than the prev~iou~s exaniples. fIli u iilt isci'lt- ;irsh,lw
model captures the formation. reaction, and transport of atmiosphieric polhliait s and roli t ' I I ni icai
.species [11, 121. It is an interesting application beca-use it requires a dynamic task parmll 1 i.idl and
b~ecause different parts of theaplctoexii ievvrigaonsf'DALaall'S)

The airslied application Simulates thle belhavior of thle ;iirsljed iltoill wlhein it is aIpplied to SluiiiiiicaI

species, distributed over domains containing 1) gridl points lin acli of I ;tt niospheric layers. lvpic ica value> aIre
s3 :5 species, 500 < p < 5000 grid points. andl I1 5 at mospheric lavers. IBecamise of the' 111 It isca le greid

tHie entire northeastern U nited States can be modeled wvith lprolblenls in Ht~l s size range. A total of' abioil '200
chemical reactions are modeled.

The program computes in two principle phases: ( I) horizontal transport (ulsintg a liniito omeli'iin ti I1ilo I
with repeated application of a direct solver), followed by (2) chemnistry/vertical transport (using aii iterative.
predlictor-corrector method). Figure 7 (depicts the task graph for one, hour of simuilatedl tnime. lInupt Is an1
I x .s x 1) concentration array. Initial conditions are input from disk ( inputhour). and iii a proprocessilim phaifse
for the horizontal transport phases to follow, the finite element, stiffniess matrix for each layer Is assenibled
and factored (pretrans). The atmospheric conditions captuired1 by the stiffness miat rix are assumied to be
constant, during the simulated hour, so this step is performed just, once per hour. This is followed by :i
sequence of steps - t~he number of steps is one of the initial conditions - where each stop consists" if a
horizontal transport phase, followed by a cliemnistrv/vertical transport phase. followed by aliot her hiorizonital
transport. phase. Each horizontal transport phase perfortus Is backsolves. one for each layer aiid species. All
may be computed independently; however, for each layer 1. all backsolves utse, the samne factored miat rix A.I
The chem istry/ vertical tratnsport phase performs ati independent, comnput at~ion for each iof' thle 1, -rid pin tt.
Output for the hour is an updated concentration array. which is then Input to the next hour.

A number of interesting issues arise when we map the airshed to a parallel system. lIn the other example
programs wve have discussed, the number of tasks is known at. compile time. However, in lIeI( airsljed programt.
the number of transport /chem istrN 'transport. steps for each hour is riot. known unt il runt iii'. which imtplies
a dynamic model of task parallelism. Also, since the oiit,puIt, conceilt rat ion array of one, tour is tIe lit uIplit itt
the next hour, replication of the task graph is not. feasible, as it, was with theii previons exaimple proi.raniis.

Another issue is that the preprocessing phase, the t~rantsport. phase, aiid tOe chiemistrv pliasi' have very
dlifferent levels of obvious DOALL parallelism because the sizes of the different. diiienisionis of t lie, conicen-
tration array differ by orders of magnituide. For examiple, the preprocessing phase I ndepeindeiit Iy c* )ntpu ti's

6
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-trans,,

Number of steps
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\,trans ,.l

F iguire 7: ra-sk graph for one hour of thle aiirsiledI siiti taj~t oi

stiffness matrices for each layer: unfortunately there are only~ 5 layers, So tile obvjious DOALL approach will
use .5 processors. To get better utilization, we miust parallelize tile comlputation for each layer, or we muilst
try t~o employ task parallelism t~o pipeline the computation for each layer, or both.

The issues involved in mapping the transport phiase are part iciilarl V ilt erestiii g Since ther, ;are I
lavers arid s = 35) species. thle transport phiase couild he ýasily ifinpleiiienrel Wit11 di oibly tiest id l)()A l1l,
h lat consist of 175 independent loop iti'ration.-. For inoiferatt iz jed paralli'l systetns, wit It say, G tI s

this approach in iglit work wellI. fHowever, for lItrg'r ývst em s. with at 5~y*12 procc" ,s'is. 1t1it apr(i'a;i'lis

onlyv a fraction of the processors. As with thle preprocevssing phaOse. wte cail get bett hr it ilizaition by 1,it1c
parallelizing the sparse finite element. Coilpipltaloill (at difficulit t ask) I r I ryin lo ii 115 task panhhll'.ism t'
pipeline thle computation.

The final issue sterns from the fact that t lie preprocessing, hiorizontat;l t ranisport . and ciiiiist ry/vrt irul
transport phiases each operate oil (I trereiit dimeneisionrs of tilie concentitrat ion a rray. TO exploit locality iiit liw
inenlory Ii ierirr-hy ,limeenation will motlikely jusvotheaporactriso( prtonbf)(ý:c

phase. Onl a parallel Sý.stitil. t hIls call Induce a onilplete excliailge where ,acth )roc-sor- tthimtiilcate, wIt hIt
every other processor. Again, aus withI the FITT atnd radar exam ples, we see th li, iced for an efhcirei comi plcfc
e1xchange mechanism.

7. Distribution

Complete Fortran 77 sou rces for the application descri bed in thiis report are available via anlion~ it i I' II
from warp. cs .cmu. edu in file fx-codes/tpsuite/tpsuite . tar. World W\ide Web clittits like Moisaic andi
Cello can use the following URL:

q ~ftp://warp. cs.cmu.edu/usr/anon/fx-codes/tpsuite/tpsuite.tar

Each source program is a vanilla Fort rani 77 code that operates onl a sequnenlce of tipimts anid produe Ii(is
sequence of outputs. Trhere are no data files; all input data set~s are produced aiutoma~tically byivtlie, progrmii
Each program has fewer than 500 lines of code andl consists of a single source anid intclidi lilt,. Thie i 'lchlinh
file contains size constants that can be changed if the researcher wants to mneasure scalability. Each proi.ranii
(except for radar) checks 'its output automatically. 'Fhe radlar codle prinlts a fiw lines of out put which -,%n
be easily verified by the user: directions are providled in the sou rce code. Samiple out puits of' tlie, programns
running on a DEC .3000 Alpha workstation are also provided. Each programn (exce~pt the' ;iirslied ) iiomputes
physically meaningful results. To keep thle program at. a manageable size, we have provided a version of t lit,
airshed simulation that, uses a synthlet~ic workload for ilie i nnermnost loops.



8. Concliadiiig remarks

We have described a suite of realistic p)rograms t hat (-ani benetit fromt ai mix of task and dat a jmrallf-11sii
Researchers in the areas of miapping, paralleli7ing coimpilers. and p~aralle'l [programiniiiig ('iv.irotwiiin';iit

invitedl to use these programis to test midi~ validalte their idvlu's for exlk)lit~n ilgtask an] hat a paraIlehdiiumi
appl~li VMS11.
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